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Abstract

We consider monopoly private airports, lumpy capacity investments, unproductive capital, airlines under Bertrand competition and a regulator who wishes to maximize the weighted sum of consumer surplus and profits. We compare airport performance under three regimes: i) no regulation at all, ii) capacity use and investment optimizing price-caps and iii) cost-based regulation. We find that passengers are usually better off under cost-based regulation because it keeps airport charges at low levels and stimulates capacity investments. From welfare perspective optimizing price-caps are often favorable. We also find that slot limits improve the ranking of cost-based regulation compared to the other regimes.
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1 Introduction

Several of the more obvious efficiency problems at airports stem from the difficulties in ensuring that investment in capacity is at the right level. For many regulated airports, investment has been too low, and as a result output is restricted, and in some cases, delays are excessive. Sometimes, especially in Europe and Japan, it is environmental and planning constraints that are the major cause of inadequate investment. However, the regulatory arrangements that many airports now operate will also be a potent cause of investment inadequacy.
Airports were traditionally under public ownership and airport charges were chosen to cover airport costs. However, since 1987 when London airports were sold to private shareholders, private involvement in airports steadily increased. Privatized airports are often subject to price-cap regulation (Forsyth et al. 2004, Gillen and Niemeier 2007). Sometimes price-caps depend on capacity investments, e.g. at airports in the United Kingdom (CAA 2008). These so called triggers are used to stimulate capacity expansion. However, in many cases price-caps (without triggers) are used to reduce airport charges and control airport profits and they are not chosen to optimize the use of existing capacity or investments.

In other cases privatized airports are subject to a ‘light-handed’ regulation. For instance, price-cap regulation at major airports in Australia was replaced with price monitoring in 2002 and New Zealand’s airports are only subject to the threat of price regulation.
While airport privatization normally involves private shareholders Canadian airports are private non-share capital and not-for-profit entities that are not subject to economic regulation (Padova 2007). However, they must publish an advance notice and justification for price changes and they are required to put large contracts to public tender. Investments are partly financed by retained earnings raised by ‘airport improvement fees’ (Tretheway 2001).
 In some respects, airports operating in this environment can be regarded as similar to airports under cost based price regulation.
Airport regulation normally refers to user charges but it often also covers congestion management. Notice that individual flight decisions are based on own delay costs but that additional delays imposed on other individuals will not be taken into account (i.e. congestion externalities exist); excessive use of congested airport capacity can be the consequence. For this reason slot limits are used to restrict airport access (Czerny et al. 2008). With slot limits airlines need permissions (slots) to include airports into their flight schedules. Now, limiting the number of slots reduces the number of airport operations and, hence, congestion. Notice that slot limits are frequently used in combination with price-caps below market-clearing levels. Finally, capacity allocation at major airports in the US is normally based on the first-come-first-serve principle while serious congestion pricing is not applied at all.

This brief overview gives impression of the diversity of international regulation regimes and leads to the question which regime can best ensure the efficient use of existing capacity and provides the right framework for investments into additional and, in the case of airports, lumpy capacity (e.g. terminals and runways). In this paper we consider monopoly private airports, lumpy capacity investments, spending into unproductive capital and airlines under Bertrand competition. Furthermore, we consider an airport regulator who maximizes the weighted sum of consumer surplus and profits or, respectively, the weighted sum of consumer surplus and welfare which is similar to Baron and Myerson’s approach (Baron and Myerson 1982). Then we compare the outcome of three different regulation regimes: 
i) “no regulation at all” and airport profit maximization which is used to analyze the possible market outcome under ‘light-handed’ regulation, 
ii) “optimizing price-caps” (without investment triggers) that are chosen to optimize the use of existing capacity and investments (which is in contrast to price-cap regulation in practice) and
iii) “cost-based regulation” (average cost charging, no premium) which is used to analyze the market outcome under a regulatory framework that is similar to, e.g., the Canadian approach.
In the following we take the regulator’s perspective. We find that no regulation at all leads to excessive airport charges and low capacity. Furthermore, compared to no regulation at all optimizing price-caps enhance airport performance because they reduce airport charges. 
To this end, optimizing price-caps are chosen to balance aspects of airport utilization and handling of the congestion externality, along with providing the airport with incentives to invest. The reason why an airport invests in additional capacity under price-caps is that this investment will reduce congestion, and with lower congestion, more passengers and flights will use the airport – if the profitability of the additional output is high enough, the airport can gain through investing. However, we find that optimizing price-caps can not stimulate capacity investments compared to an unregulated airport. Moreover, if the regulator values consumer surplus more than welfare, optimizing price-caps are sometimes chosen such that airport charges are reduced at the expense of possible capacity investments. Thus, it is possible that price-cap regulation reduces capacity compared to the capacity of an unregulated private airport. All in all price-cap regulation will lead to serious underinvestment.

Regulators are usually concerned about the fact that cost-based regulation can imply cost-padding behavior of the regulated firm. Cost-padding (or gold-plating) includes investments into excess capacity but also spending for unproductive capital (Zajac 1972). The latter includes the use of unnecessarily expensive materials and designs. From the perspective of a regulator that puts high weight on consumer surplus we find that cost-based regulation will lead to underinvestment into airport capacity. However, compared to no regulation at all or optimizing price-caps the level of underinvestment is reduced and on top of that passengers generally benefit from low airport charges. For these reasons cost-based regulation normally outperforms the other regimes from a consumers’ perspective. Notice that this result is robust and also holds under substantial spending for unproductive capital. The positive effect of cost-based regulation on investments is consistent with the Canadian experience where the change to the current regulation framework increased airport investments (Tretheway and Andriulaitis 2008). 
If the regulator puts high weight on welfare the ranking of instruments changes. In this situation optimizing price-caps normally (but not always) outperforms cost-based regulation. This is because optimizing price-caps can be chosen to ensure the efficient use of existing capacity. This is not possible under cost-based regulation. Moreover, optimizing price-caps are supposed to prevent spending into unproductive capital.
However, slot limits can solve the problem of excessive congestion under cost-based regulation and increase the relative benefits of this regime. In contrast, under no regulation at all or optimizing price-caps excessive congestion does not occur and, therefore, slot limits can not enhance airport performance if one of these regimes is chosen. This is in contrast to regulation practice where slot limits are frequently combined with price-caps set below market clearing levels. Notice that this mix of instruments further reduces the airport’s incentive to invest into additional capacity compared to already too low investments under optimizing price-caps. A possible explanation for the observed behavior of regulators is that they use slot limits and price-caps to shift rents from airports to airlines. This is because slot allocation is normally based on grandfather rights and, therefore, airlines do benefit from scarcity premiums created by slot limits.
All in all this shows that the choice of instruments will depend on the regulator’s objective function. In contrast, economists usually concentrate on welfare and ignore situations where, e.g., consumer surplus is the primary objective of regulators. Moreover, the fact that airports can make use of unproductive capital is normally not taken into account. An integrated analysis of regulation regimes for airport charges and congestion management measures is also not provided by the current literature. Therefore, our contribution is to provide an integrated analysis that considers regulation of airport charges and congestion management, that is based on a general objective function of regulators and where airports might make use of unproductive capital. The following two paragraphs provide a short summary of the most relevant literature sources.
Congestion can be considered as a quality dimension of airport services. Spence (1975) and Sheshinski (1976) demonstrate that quality is too low under price-cap regulation compared to the welfare optimal level. Under a rate-of-return regulation the return on the invested capital is constrained which determines prices. This form of regulation has the effect of raising the capital stock (Averch and Johnson 1962). Hence, quality depends on whether it is capital-using or not (Spence 1975). Weisman (2005) shows that complementary and competitive markets can temper the negative effect of price-caps on quality investments in the monopolistic and regulated part of the market. However, externalities are not considered in this literature.
Oum and Zhang (1990) explore the welfare optimal timing of investments into lumpy airport capacity. Zhang and Zhang (2001) consider the relationship between airport charges, economic growth and cost recovery from a welfare perspective. Zhang and Zhang (2004) analyze the behavior of a welfare-maximizing airport, budget-constraint public airport and a privatized airport pursuing profit maximization under no regulation at all. They also take airport concession operations into account and find that a privatized airport implies excessive airport charges and retarded investments into lumpy capacity which is consistent with our results. Oum, Zhang and Zhang (2004) explore the interaction between concession profits and price regulations at airports. They find that price-cap regulation is prone to under-investment while a rate-of-return regulation might lead to over-investment (continuous, not lumpy, investments are considered). This also is from a welfare perspective.
The paper is organized as follows. In the next section we present the basic model. Section 3 compares optimal airport behavior from a regulator’s perspective with the behavior of an unregulated and profit maximizing airport. Section 4 explores the airport performance under price-cap regulation and Section 5 the performance under cost-based regulation. In Section 6 we provide a numerical example. Section 7 explores the possible role of slot limits. Finally, in Section 8 we present our conclusions.

2 The basic model

There is one regulated monopolistic airport and several other airports. For simplicity, we assume that there is no strategic interrelation between airports.
 The mass of airport operations (take-off and landing) is denoted by q ≥ 0. Airport operations lead to average congestion costs C ≥ 0 that are identical for all q ≥ 0. C is a function of airport capacity k ( {1,2}. Say, a runway capacity of 1 exists and the airport can double capacity by investing, e.g., into a new runway or terminal. Average congestion costs are
	C(q,k) := q/k.
	(1)


Benefits from airport operations are

	B(q) := a q − q2/2
	(2)


where a > 0 is the passengers’ reservation price. Assume that airlines are homogeneous, under Bertrand competition and that aircraft capacity is not limited. Without loss of generality, we assume that congestion costs are fully born by airlines and not by passengers. Furthermore, assume that airlines’ variable costs are equal to congestion costs, i.e. there are no other variable costs than congestion costs for airlines. In this situation airline fares are equal to average congestion costs (= airlines’ unit costs). Notice that there is a congestion externality present in that marginal congestion costs exceed average congestion costs.
The airport charges a price p ≥ 0 and the inverse demand for airport capacity is given by the marginal passenger benefits net of airline fares

	P(q,k) := B’(q) − C(q,k) = a − q/k − q ( [image: image1.wmf]k
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Also without loss of generality, we assume that airport charges are paid by airlines and added to airline fares. Moreover, we assume that variable airport costs are zero
, that runway costs are sunk and that the costs for an additional runway are r > 0 which leads to capacity costs
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	airport profits

Π(q,k) := q P(q,k) − Ψ(k),
	(5)


consumer surplus

	S(q,k) := B(q,k) – q (P(q,k) + C(q,k))
	(6)


where P(q,k) + C(q,k) is the total amount that passengers pay per trip and welfare

	W(q,k) := B(q,k) – q C(q,k) − Ψ(k).
	(7)


Following Baron and Myerson (1982) we assume that the regulator’s objective is to maximize the weighted sum of consumer surplus and profits 
	V(q,k) := S(q,k) + β Π(q,k)
	(8)


with β ( [0,1] ( V(q,k) ( [S(q,k),W(q,k)]
where β reflects the preferences of the public community.
,

Profit maximizing airports can be expected to raise charges above the efficient level. However, at overloaded airports, increasing airport charges can contribute to managing congestion. Therefore, to motivate airport regulation we consider optimal airport behavior (from a regulator’s perspective) and airport behavior under no regulation at all in the next section.

3 The regulator’s objective vs. no regulation at all
From a regulator’s perspective optimal airport behavior is
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(this regime will be referred by index V). Denote a critical value for β by 
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with x ( R. The first order condition for optimal quantities and the non-negativity constraint for airport charges lead to
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Notice that pv(k) = 0 for all 
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With regard to capacity choice we shall compare V(qV(1),1) with V(qV(2),2) and distinguish three cases including 
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Notice that 
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What about profits in this case? The literature focuses on the effect of welfare optimal behavior and profits. For instance, Mohring and Harwitz (1962) and Morrison (1983) show that welfare optimal behavior can imply exact cost recovery in the case of continuous investments with constant returns to scale. With lumpy investments, however, both is possible losses and profits (e.g., Oum and Zhang (1990) and Zhang and Zhang (2001)). Our setting with lumpy investments and maximization of the weighted sum of welfare and consumer surplus also leads to ambiguous results.
In Appendix A we provide a critical value for a denoted by 
[image: image17.wmf])

(

2

b

V

a

 which gives

Proposition 1: If 
[image: image18.wmf])

1

(

~

b

b

£

, Π(qV,1) = 0 for all a > 0.
If 
[image: image19.wmf])

1

(

~

b

b

>

, Π(qV,1) > 0 for all a > 0.
If 
[image: image20.wmf])

2

(

~

b

b

£

, Π(qV,2) < 0 for all a > 0.
If 
[image: image21.wmf])

2

(

~

b

b

>

,

	
[image: image22.wmf]).

(

)

(

for

for

0

0

)

2

,

(

2

2

b

b

V

V

V

a

a

a

a

q

³

<

î

í

ì

³

<

=

P


	(14)


If β = 1, Π(qV,kV) > 0 for all 
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Hence, in our setting welfare optimal airport behavior implies strictly positive airport profits. Figure 1Error! Reference source not found. illustrates these findings and depicts 
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We now turn to airport behavior under no regulation at all (this regime will be referred by index M)
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Since variable airport costs are zero by assumption, regime M implies maximization of revenues:
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Figure 1: The sign of profits under regime V in the a-β-space (r = 1).
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Furthermore, let VV := V(qV,kV) and VM := V(qM,kM).

Proposition 2: VM < VV for all a > 0 and all β ( [0,1].
If 
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Proof: pM(k) > pV(k) for all a > 0 and all β ( [0,1]. VM < VV directly follows. The comparison of capacity choices is straightforward. ■
Hence, even in an environment where congestion externalities are important, monopolistic airport charges are too high from a regulator’s perspective (similar to the textbook monopoly result) and capacity will often be too small.
 As a consequence, regulation can be useful to enhance airport performance from a regulator’s perspective. In the following sections we explore airport performance under optimizing price-caps.
4 Airport performance under optimizing price-caps
The regulation game consists of two stages. In the first stage the regulator chooses the regulation regime and in the second stage the firm chooses prices and capacities subject to the regulation constraint.
Under optimizing price-caps the regulator chooses an upper limit for airport charges φ ≥ 0 (this regime will be referred by index p). We first explore the airport’s reactions to the price-cap and then we turn to the regulator’s choice of the optimizing price-cap (backward induction).

Airport reactions to the price-cap are
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Assume that φ ( [0,a/2] which implies that the price-cap is binding for all a > 0, i.e.
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and denote a critical price-cap
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with 
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Proposition 3: If a < aM, kp(φ) = kM = 1 for all φ ( [0,a/2].
If a ≥ aM,
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Proof: Π(qp(φ,1),1) > Π(qp(φ,2),2) for all φ ( [0,a/2] and for all a < aM. Furthermore, Π(qp(φ,1),1) ≤ Π(qp(φ,2),2) 
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This shows that a minimum price-cap of 
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Corollary 1: kp(φ) ≤ kM.
Proof: kp(φ) > kM is not possible. ■
This shows that price-caps, in general, can not enhance capacity choice from a regulator’s perspective. This is implies that underinvestment is a general problem under price-cap regulation which has also been found by Spence (1976) and Oum, Zhang and Zhang (2004).
Under regime p the regulator chooses the optimizing price-cap
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In Appendix A we determine two critical values of a denoted by 
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Proposition 4: Optimzing price-caps are
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Proof: See Appendix B.1. ■

Hence, a positive price-cap that stimulates capacity investments is chosen if and only if a
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Recall that the capacity investments under regime M can be too low from a regulator’s perspective (kM < kV is possible). Now, notice that regime p can further reduce investments, i.e. it is possible that kp(φ*) < kM (Corollary 1 shows that the reverse is not possible). This is because β < 4/7 implies 
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), i.e. the more the regulator values consumer surplus compared to profits the more reluctant she is to accept higher airport charges that are required to stimulate capacity investments. Hence, optimizing price-caps under regime p can actually increase the extent of underinvestment compared to no regulation at all.
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Figure 2: Optimizing price-caps under regime p in the a-β-space (r = 1). If 
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Let Vp := V(qp(φ*,kp(φ*)).

Proposition 5: If 
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Proof: φ* = pM if and only if 
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Proposition 5 implies that regime p can enhance airport behavior from a regulator’s perspective because optimizing price-caps reduce airport charges; this, however, can reduce capacity even compared to regime M. Next we analyze cost-based regulation and compare the different regimes.
5 Airport performance under cost-based regulation
Under a cost-based regulation regime we assume that the regulator chooses an upper limit for airport charges that is fully determined by average costs and, consequently, that is binding by construction. Since variable airport costs are assumed to be zero, airport charges are equal to average capacity costs. A premium on average capacity costs is not considered and, thus, airports can not benefit from excessive use of productive or unproductive capital.
 On the other hand, cost reductions can not raise profit but reduce the airport charge which prevents incentives to actually reduce costs. We assume that a cost-based regulation leads to capacity costs δ Ψ(k) with δ ≥ 1 where δ determines the use of unproductive capital (with k = 2 the spending for unproductive capital is equal to r (δ – 1)). Then airport charges are determined by
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For simplicity, in this setting we do not consider excessive variable airport costs.

Notice that under cost-based regulation of the type considered here airport profits are zero and that the airport behavior leading to zero profits is not unique in some cases (when k = 2 is chosen). To clearly specify airport behavior we, therefore, assume that the airport maximizes output (this regime will be referred by index c)
(qc,kc) := arg maxq,k q s.t. P(q,k) = δ Ψ(k)/q.

Denote a critical value for a by 
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Comparing capacity choices under regimes c, V and M gives:

Proposition 6: kc < kV, kc > kV and kc = kV is possible.
kc > kM is possible if and only if δ ≤ 3.

Proof: ac > aV, ac < aV and ac = aV is possible. Furthermore, ac ≤ aM 
[image: image80.wmf]Û

 δ ≤ 3. ■
Hence, regime c can lead to under- and overinvestment into airport capacity or, respectively, productive capital. Moreover, numerical examples can be used to show that underinvestment is more likely to happen. For instance, with r = δ = 1, ac > aV for all β < 0.85 and ac ≤ aV for all β ≥ 0.85. The latter is consistent with the available literature that shows that from a welfare perspective cost-based regulation can lead to overinvestment (Oum, Zhang and Zhang 2004). However, this literature ignores unproductive capital that reduces or even prevents the possibility for excess capacity, since 
[image: image81.wmf]d

¶

¶

/

c

a

 > 0. Furthermore, regime c can stimulate investments compared to regime M (and, thus, compared to regime p). On the other hand, unproductive capital can have a negative effect on the regulator’s objective because
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We now compare regimes c and M. For simplicity, we assume δ ≤ 3. Hence, in this setting the spending for unproductive capital should not be higher than twice the spending for productive capital which is supposed to cover most of the situations that might occur in practice.
Appendix A determines a list of critical values for δi with i ( {1,.,5}. Furthermore, let Vc := V(qc,kc).

Proposition 7: If a ( (0,aM] and β < 3/4, Vc > V(qM,1).
If a ≤ ac and β ≥ 3/4, Vc ≤ VM.
If a ( [ac,aM] and β ≥ 3/4, Vc > VM(qM,1) for all 
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Proof: See Appendix B.2. ■

This shows that regime c can enhance airport performance compared to regime M; in particular, this holds true if the regulator does not aim to maximize welfare in the first place (i.e. β < 3/4). However, in contrast to regime p, it is also possible that regime c works against the interest of the regulator, i.e. that Vc < VM.
Comparison of regimes c and p gives:

Proposition 8: If a ( (0,ac] and 
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Proof: See Appendix B.3. ■

This shows that the ranking of regimes p and c is not clear-cut. A drawback of regime c is, however, that it can be worse than regime M; this is not possible under regime p. On the other hand, regime p can not stimulate capacity investments while this is possible under regime c. To illustrate these results we present numerical examples in the next section.
6 Numerical examples: consumer surplus vs. welfare maximization
In this section we use two numerical examples to illustrate the findings of the previous sections. Both examples are depicted in  REF _Ref199130368  that includes diagrams (a) and (b). In (a) the regulator wishes to maximize consumer surplus (i.e. β = 0). In (b) the regulator wishes to maximize welfare (i.e. β = 1). We assume that r = 1 holds true in (a) and (b). Each diagram shows three functions that depict the gain in consumer surplus or, respectively, welfare from a change from regime M to regime c Vc – VM with δ = 1 (thin solid line) and δ = 3 (dashed line) and to regime p Vp – VM (thick solid line) as functions of a. Critical values ac, aM and ap are also shown.
We first consider diagram (a). Observe that all three functions are located in the positive range only. Therefore, a change from regime M to regime p or c enhances airport performance from the consumers’ perspective, i.e. Vp > VM and Vp > VM for all a > 0 and all δ ≤ 3.
Vp – VM consists of three parts. In the first part (a < aM) consumer surplus is raised due to optimizing price-caps equal to zero. In the second part (a ( [aM,ap)) consumer surplus is also raised due to optimizing price-caps equal to zero; however, kM > kp and, thus, in this situation optimizing price-caps reduce airport capacity compared to regime M. This is because the price-cap that satisfies the incentive constraint is so high that the benefits from investments can not compensate the losses in consumer surplus due to the higher airport charges. In contrast, in the third part (a ≥ ap) price-caps are chosen such that the incentive constraint is satisfied, investments take place and consumers are better off although airport charges are high.

Vc – VM also consists of three parts and in the first part (a ≤ ac) regime c also leads to zero charges. Hence, in this part consumer surplus is not affected by the choice between regimes c and p, i.e. Vc = Vp. In contrast, in the second part (a ( (ac,aM)) regime c leads to investments, keeps charges at the minimum level that is required for cost recovery and enhances the position of consumers compared to regime p, i.e. Vc > Vp.
 In the third part (a ≥ aM) consumers also benefit from average cost pricing compared to the two other regimes M and p, i.e. Vc ≥ Vp. Notice that these results are robust with regard to the possible use of unproductive capital under regime c (compare the dashed line and the thick solid line).
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Figure 3: In (a) the regulator wishes to maximize consumer surplus (β = 0). In (b) the regulator wishes to maximize welfare (β = 1). We assume r = 1 in both diagrams. Figures (a) and (b) show the gain in consumer surplus or, respectively, welfare from a change to a cost-based regulation, Vc – VM, with δ = 1 (thin solid line) and δ = 3 (dashed line) and a change to price-cap regulation, Vp – VM, (thick solid line) as functions of a. Critical values ac, aM and ap are also shown (recall that β = 1 implies ap = aM).

We now turn to diagram (b) and welfare maximization (i.e. β = 1). Observe that Vp – VM is still in the positive range only and, therefore, a change from regime M to regime p and lower charges enhances airport performance from a welfare perspective, i.e. Vp – VM ≥ 0 for all a > 0. Recall that β = 1 
[image: image104.wmf]Þ

 ap = aM and, as a consequence, that kp = kM for all a > 0; thus, welfare optimizing price-caps do not affect airport investments compared to regime M. 

In this situation Vp – VM consists of two parts. In the first part (a < ap = aM) optimizing price-caps imply welfare optimal charges pV(1) > 0 (to be precise, charges are welfare optimal for a given capacity of 1). In the second part (a > ap = aM) capacity is expanded and welfare optimizing price-caps are used to reduce charges, i.e. 
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 and Vp – VM = 0.
In contrast, it is possible that a change from regime M to regime c reduces welfare. For high values of δ this is obvious. For instance, δ = 3 implies Vc – VM < 0 for all a > 0. However, even without unproductive capital (i.e. if δ = 1 holds true), Vc – VM < 0 is possible. With δ = 1, Vc – VM consists of three parts again. In the first part (a < ac) zero charges lead to excessive congestion. On the other hand, under regime M airport charges are excessive and congestion is too low. However, Vc < VM holds true which shows that a change to regime c reduces welfare, i.e. in this situation too low congestion under regime M is preferred over excessive congestion under regime c. 
In the second part (a ( [ac,aM)) the welfare ranking between regimes M and c is not clear. However, the fact that regime c can stimulate capacity investments turns out to be a welfare advantage for high enough values of a. Similar to the first part, in the third part (a ≥ aM) charges under regime c lead to excessive congestion and under regime M airport charges are excessive and congestion is too low. However, in contrast to before, it holds that Vc > VM which shows that welfare losses are higher under regime M compared to regime c.
What about the relative welfare effects of regimes c and p? With δ = 3 regime p strictly dominates regime c from a welfare perspective which is straightforward. With δ = 1 the welfare ranking between regimes c and p is not clear and depends on a. The reason is, again, regime c can stimulate capacity investments which is a relative advantage compared to regime p. On the other hand, price-caps can lead to welfare optimal airport charges that are a relative advantage of regime p. Whether capacity or charges are more important for welfare depends on a.
7 Price-cap regulation, cost-based regulation and the possible role of slot limits
Airport regulation normally refers to airport charges but in many cases specific instruments are used in parallel to manage airport congestion. In theory, airport congestion can be managed by congestion surcharges or slot limits. So far, serious congestion charging does not take place but slot limits are frequently applied. For this reason we will focus on slot limits in the following. However, the analysis will also be useful to learn more about the possible reasons why serious congestion charging is not applied at airports.
With slot limits the regulator determines the maximum quantity of total take-off and landing movements at congested airports. The allocation of slots is usually based on grandfather rights and, as a consequence, scarcity premiums remain with the airlines. In addition, use-it-or-lose-it rules are used, i.e. to maintain grandfather rights airlines must make use of their slots (a minimum usage rate of 80% is normally required) or, otherwise, the slots will be reallocated to other airlines that will make use of them. This is to prevent slot hoarding. 
Now, assume that the regulator chooses between regimes M, p and c and that she can decide to make use of slot limit 
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 ≥ 0 that imposes a maximum limit for airport operations, i.e. q ≤ 
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. Assume that airlines obtain slots for free (as under grandfather rights) and that they are not allowed to hoard slots (as under the use-it-or-lose-it rule). Assume that the regulator gives the same weight β to airport and airline profits. We can already provide the following results:
Proposition 9: If the regulator gives the same weight β to airport and airline profits and regimes M or p are chosen, the use of a slot limit 
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 can not enhance airport performance from a regulator’s perspective.

Proof: 
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 for all a > 0; thus, under regimes M and p excessive congestion is not a problem for the regulator. ■

Corollary 2: If the regulator gives the same weight β to airport and airline profits and combines no regulation of airport charges at all or price-cap regulation with a strictly binding slot limit, this reduces airport performance compared to regime M or, respectively, regime p. 
Proof: A strictly binding slot limit will reduce the airport’s benefits from capacity expansion under no regulation of airport charges at all which increases underinvestment and further increases already excessive airport charges. Strictly binding slot limits can be used to optimize the use of a given capacity if the price-cap is set below market clearing levels. However, a price-cap lower than the optimizing one can violate the incentive constraint for capacity investments and further reduce investments compared to already too low investments under regime p. ■
Corollary 2 questions the current regulation practice where slot limits are frequently combined with price-caps set below market clearing levels. However, notice that this mix of instruments in combination with grandfather rights shifts rents from airports to airlines. A possible explanation for this regulation practice is, therefore, that regulators put higher weight on airline than on airport profit. However, this comes at the cost of further reductions of already too low investments under regime p and optimizing price-caps (see the proof of Corollary 2).
What about a combination between regime c and slot limit 
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 (which will be referred by index s)? Under regime s airport operations are
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Assume a simultaneous choice of k and 
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 by the airport or, respectively, the regulator. Then airport behavior under regime s is
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airport charges are
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and scarcity premiums are
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We use a numerical example with δ = r = 1 to show that compared to regime p regime s provides much possibilities to enhance airport behavior from a regulator’s perspective.
In Appendix A we provide a critical value for a denoted by as(β). It holds
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Notice that as(β) = aV(β) > ac for all 
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. We use  REF _Ref199135744  to illustrate the potential of regime s to enhance airport performance compared to regime p.
 The figure shows two solid lines that depict as(β) and 
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For the blank areas it holds that Vs = Vp. This is because in these areas ks = kp (in the lower blank area ks = kp = 1 and in the upper blank area ks = kp = 2) and because congestion is managed by either optimizing slot limits under regime s or optimzing price-caps under regime p such that qs(ks) = qp(kp) = qV(kp). For the hatched area it holds Vs > Vp (it directly follows: if δ = 1, regime s dominates regime p). In A, ks = kp = 2 and total airport charges (including the airlines’ scarcity premiums under regime s) are different under both regimes because 
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 qs > qp. Thus, regime s leads to investments, non-binding slot limits and low airport charges compared to regime p where the optimizing price-cap is chosen to satisfy the incentive constraint. In B, ks = kp = 2 also holds, but total airport charges are different under both regimes because 
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Figure 4: We assume δ = r = 1. The two solid lines as(β) and 
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Clearly, the dominance of regime s strongly depends on the spending for unproductive capital determined by δ. Furthermore, if δ would also affect variable airport costs the advantages of regime s in relationship to regime p can be further questioned. However, the above example shows that regime s provides significant possibilities to enhance airport performance in a context where congestion externalities and airport investments are important. In particular, this holds true if the regulator puts higher weight on consumer surplus than on airport and airline profits.
8 Conclusions
We use a model with monopoly private airports and lumpy investments, take the regulator’s perspective and assume that she wishes to maximize the weighted sum of consumer surplus and profits. Then we compare optimal airport behavior and the behavior of an unregulated airport which shows that no regulation at all implies excessive airport charges and that airport capacity can be too small. Hence, there is a case for airport regulation in a context where congestion externalities and lumpy investments are important.
As possible regulation regimes we consider optimizing price-caps that are chosen to optimize the use of existing capacity and investments and cost-based regulation. Under optimizing price-caps we assume that spending into unproductive capital does not occur. In contrast, under cost-based regulation we consider spending into productive and unproductive capital. We show that optimizing price-caps enhance airport performance by reducing airport charges. However, even optimizing price-caps, in which the regulator explicitly recognizes the need for an investment incentive, can not raise capacity compared to an unregulated monopolistic airport. In contrast, under a cost-based regulation this is possible (overinvestment into productive capital is a possible consequence, but more often cost-based regulation leads to underinvestment). We demonstrate that passengers are normally better-off with cost-based regulation compared to optimizing price-caps because airport charges are kept at the cost recovering level and capacity is bigger. Notice, under cost-based regulation passengers will tolerate a significant amount of unproductive capital before they begin to favor optimizing price-caps.
We also find that optimizing price-caps frequently lead to better welfare results than cost-based regulation but it is also possible that cost-based regulation is superior from a welfare perspective, which is due to its positive effect on capacity. However, if spending into unproductive capital is high, cost-based regulation can be worse than no regulation at all (which is not possible under optimizing price-caps). It is, therefore, crucial to design and implement complementary institutional arrangements that are used to reduce spending into unproductive capital under cost-based regulation (e.g. by obligations to tender large contracts and user consultations as well as transparency rules).
Besides possible spending into unproductive capital, a different problem with cost-based regulation is that cost recovering and low airport charges can imply serious congestion problems. For this reason slot limits are useful to enhance airport performance under cost-based regulation and they strongly increase the relative benefits of cost-based regulation compared to optimizing price-caps.
In contrast, under no regulation at all or optimizing price-caps slot limits are not helpful because under these regimes excessive congestion is not a problem. It should be noted that price-caps are frequently set lower than this and that airport charges will often be below market clearing levels – in this environment, slots do have a congestion limiting role. A possible explanation is that regulators wish to shift rents from airports to airlines. However, we show that the redistribution of rents comes at the cost of investment reductions compared to already too low investments under optimizing price-caps.
A
List of critical values
The list follows a chronological order:
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B Proofs
B.1 Proof of Proposition 4
To identify the optimal price-cap from a regulator’s perspective we shall distinguish between two cases including 
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In contrast, in the second case capacity choice depends on the price-cap and 
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B.2 Proof of Proposition 7
To compare regimes c and M we shall distinguish between three basic constellations:

i) If a ≤ ac and kc = kM = 1, then pc = 0, pM = a/2 and V(q(0,1),1) – V(q(a/2,1),1)

= a2 (3 – 4 β)/32 ≥ 0 ( β ≤ 3/4.

ii) If a ( [ac,aM], kc = 2 and kM = 1, then pc > 0, pM = a/2 and V(q(pc,2),2) – V(q(a/2,1),1)
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iii) If a ≥ aM and kc = kM = 2, then pc > 0, pM = a/2 and V(q(pc,2),2) – V(q(a/2,2),2) 
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B.3 Proof of Proposition 8
To compare regimes c and p we shall distinguish between the following six constellations:

i) If a ≤ ac, 
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� A similar system of financing lumpy capacity investments is proposed by Turvey (2000).


� Clearly, this result depends on whether investment triggers are used or not.


� Hence, we ignore the demand complementarities between airports.


� This is equivalent to a situation where marginal airport costs are constant and positive and where a is considered to be the passengers’ reservation price net of the marginal airport costs


� In contrast to Baron and Myerson (1982) we do not consider taxes or subsidies.


� Observe that S(q,k) + β Π(q,k) = (1 – β) S(q,k) + β W(q,k).


� Observe that at the points of discontinuity � REF _Ref197144756 �(13)� is a correspondence instead of a function. Similar relationships hold for other piecewise defined expressions below.


� These results are also obtained by Zhang and Zhang (2004) for the welfare case.


� Hence, this regime is an extreme example of a rate-of-return regulation.


� Notice that output maximization leads to the same results as if the airport would maximize the regulator’s objective instead.


� Recall that ac ≤ aM ( δ ≤ 3.


� Notice that this is also the potential of price-caps in combination with investment triggers to improve airport performance compared to regime p. This is because (29) determines the second-best result from a regulator’s perspective which is the maximum that can be reached by investment triggers.
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